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TRAINING COURSE OUTLINE -

Day 1:

0800-0810 Welcome and Administrative Instructions

0810-0900 AARMS Overview Briefing

0900-0945 The Architecture Development Process
and AARMS

0945-1000 Break

1000-1045 Architecture Development Stage 0 and 1

1045-1200 Architecture Development Stage 2

1200-1300 Lunch

1300-1400 Architecture Development Stage 2 Cont.

1400-1700 Architecture Development Stage 3

Day 2:

0800-0830 Day 1 Recap

0830-1030 Architecture Development Stage 4

1030-1045 Break

1045-1200 Architecture Development Stage 5

1200-1300 Lunch

1300-1430 Architecture Development Stage 5

1430-1530 Architecture Development Phase III, The
Management Tool

1530-1700 Practical Exercise Completion




Tasks, Conditions, Standards -

Tasks:

1. Attain a basic understanding of the process used to build DOD Architecture
Framework compliant products in the AARMS/CADM repository.

2.  Build the following architecture products using the AARMS Architecture Tool:
0V2,0V3, 0V4, 0V5,SV1/2, SV3, SV4, SV5, SV6.

3. Store and archive architecture data files in the AARMS repository created with
other architecture tools.

4. Generate reports and create information sets.

5. Manage architecture data within the repository.

Conditions:
In a classroom environment, using a special training copy of the actual AARMS
database and the most up to date version of the AARMS application.

Standards:

Through a series of classroom instruction and practical exercises, the student will
demonstrate basic knowledge of the architecture development process and how to
leverage the AARMS repository and tool set to create, store, and manage DOD
Architecture Framework compliant products and information sets.

BUILD, MANAGE, MAINTAIN

TECHNICAL \ OPERATIONAL

SYSTEMS

AARMS Progress Report and
Overview




= Cumemtstaws

* AARMS version 2.0 was released Monday, 3 February. No data was lost and 100% data
integrity was maintained. A problem with the IER revision allowing IER’s to be written to
ASIOE equipment was causing issues with IER approval and rolling rules forward. This
new feature was turned off and the original code was put back in place. The feature will be
reintroduced after further testing.
= New features in 2.0 include the following new modules in one architecture tool:

v OVS5 (Import/Export to BPwin/AllFusion)

v'SV1/2,3,4,5,6

v Horse Blanket Report to VISIO

v Core Systems Quantity Report

v Feed MS Excel directly with report data

v Send OV4 and OV?2 report data directly to MS PowerPoint

v' New enhanced Report Writer

* Visualization of AARMS data mirrors legacy web site with standardized reports and ad-
hoc query capabilities.

= Curront Status.

* The AARMS data repository can store all DOD Architecture Framework
products using the ARCADM 3.01 data model.

* The AARMS Architecture Tool application allows users to build the
following Framework products directly into a project in the AARMS
database:

v 0OV-2

OV-3

ov-4

OV-5 (interface with BPWin, AllFusion)

OV-7 (BPwin to ERwin, AllFusion)

SV-1 (interface with Netviz)

SV-2 (interface with Netviz)

SV-3

Sv-4

SV-5

SV-6
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AARMS PARADIGM SHIFT -

Current: Product/OPFAC Centric, Process Specific
Future: Data Centric, Process Independent

Data Points B> [nformation Sets B> Knowledge

(CADM Conformant) (Answer Architecture Questions) (Decision Support)

New Vision for the Future:

Support JIM and AEA design and development. Serve as a repository for Land
Warfare architecture information and facilitate the validation, approval, analysis
and distribution of information sets within a Joint context. Provide a controlled
collaborative framework for architecture product development/ information set
development using a distributed CADM conformant database. Serve as a single
point of entry for warfighting architectures produced by TRADOC, other Army
organizations, Joint Experimentation, Objective Force LSI, and industry.

REVISED AARMS OBJECTIVES -

O Improve Joint to Army traceability

v’ Leverage Joint Warfighting concepts, required operational capabilities, and
DOTMLPF analyses, joint experimentation, SWGs, Rock drills, etc.

V' Fully integrate Operational and System Architectures
O Flexible, tailorable decision support system
V" Provide senior leader information sets for analysis and decision making

v Allow for user defined reports for repository architecture data analysis to support
the JCIDS process

v Provide standard DOD Architecture Framework views and non-framework reports
for the integrated architecture community

O Ensure DOD Core Architecture Data Model (CADM) conformance

v’ Facilitate data sharing and reuse both within the Army, Joint, DoD, Inter-Agency,
and Multi-National arena

v' Common data dictionary and Integrated Architectures at data level
O Continuously improve tool sets to achieve greater efficiencies
v’ Facilitate concurrent/parallel collaborative development

v' Enhance query and report modules to allow visualization of Architecture
Information Sets

v Mine reusable architectures to enhance data sharing and information set
formulation




AY AHEAD
CURRENT AARMS CONFIGURATION

Configuration Manage Products Support Key Enablers

Focus of
LSI/AARMS (CADM)
Data Exchange Test
Case

Architecture
& Mgt. Tool

Non-CADM

MS Excel

Conformant s MS Visio
Database Rep051t0ry MS PowerPoint
(CADM Compliant Netviz
Oracle 8i Database) \ ——— Report Builder
XML

Any CADM
*Domain Values
*Database Keys,

compliant
Database

AA AY AHEAD

FUTURE AARMS CONFIGURATION
OAJ/SA Utility (web Enabled)

Visualization Utility
(Web Enabled)

R

g nformation Sets”

Standard and Tailorable Products :
QSupports Analysis & Decision making

QDOD Architecture Framework Views
QJCIDS User Defined Reports to
answer architecture questions defined
in the AV1, ICD, CDD, or other
documents

OAny authorized AKO user

AKo

User Friendly data input
mechanism to key CADM tables:
0 Scoped to 16-17 Prime CADM Entities
for Land Warfare architect interaction

Q Simple user interface to complete the
tables associated with the Prime entities
0 100% Web enabled thru AKO

0 Roll Based authorization AKO users

AARMS Db

Repository

(CADM Compliant
Oracle 8i Database)

Configuration Management:
QAIMD Controlled

QTable Mgt

QArchitecture Versioning
QOOPFAC/TOE Mgt

QsACP —

Text
Parser

Any CADM

compliant

Dorhain Values Database

abweG \E“ GiG
— \EII TG
— <4— | NoncADM PEOC3T AMES
Conformant
Repository Cots I GoTs Database

Management Utility Architecture

Tools




AARMS Fielding Schedul

/Priority of Effort Summary

As of: 11 March 2003

)( X MAR APR MAY JUN | JuL AUG | SEP
v.2.0 Release (13%) *v.2.0 User Training * Web tool eval/training * Web tool eval/training *Work LSI data integration
) + Conversion to Oracle 9i |+ AARMS 4.0 “UFD” + Work CAC (UE) data
+Patch Work + AARMS 4.0 “UFD’ development integration
development + Build object model of
«Software Documentation « Build object model of | DB « DARS coordination
DB « Work LSI data 0 AARMS 4.0 Developmént
+Training Materials * Work LSI data integration
integration * Work CAC (UE) data st v.40
+ Work CAC (UE) data integration Release
integration + DARS D Alll CADM Upgrade
« DARS coordination + v.2.0 User TraininY’ ™
0 + v.2.0 User Training Help Desk OPS
Table Maintenance /|“As Is”Product Improvement

O

Priority of Effort for Remainder of FY03

SYSTEMS

1)  AARMS v.2.0 release / Support
2) Software Documentation / Training Materials
3)  All CADM data model change and upgrade (Beginning April 03) (6-8 mth effort)
4) Develop AARMS 4.0 in support of new paradigm
5)  Adding new and improved Reports
6)  AARMS Web access upgrade (JAVA) (better access to OV/SV products)
7)  Upgrade to Oracle version 9i
BUILD, MANAGE, MAINTAIN
TECHNICAL OPERATIONAL

Overview of Changes since
AARMS v.1.0




The OV4 Module

The addition of the

Functional Elements.

A total OA/SA “permissions” rewrite to allow
architects to task organize the OV4 and edit

Symbols editor IAW
FM 101-5-1.

BUILDING NEW and REUSE of FE(s)

After building unit icons in the OV4, the
architect must assign Functional Elements (FE)
to the units, or nodes, he created. This is no
change from previous versions. However, you
will now notice THREE tabs (1) for use in
building FEs:

1. <Existing OPFAC(s)> (START “A™)
displays all OPFACs in the repository, or
Architecture 0, to use for this project (2)

2. <Grouped OE List> (START “B”) facilates
creation of new FEs and OPFACs by providing
a pull down list of all approved OE’s by
Battlefield Functional Area.

3. <All OE(s)> Same as 2 above except all
OE’s are displayed in alphabetic order.

The OV3 Module:

Franamnon Mearns
7 Vs
 Dats
7 Vides

Different set of IR’s based on the

TRANS MEANS
BOS
AUTL

= Data
i MTELLGENCE
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relationship. ART 1.1.1 has a different
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The OV3 Module:

oo vaith Vo vakas o e table bekow, chch, o Mot 2 bumon.

Seach
13 [ Fancton Code
o CONMAND AT CONTACE ARTTA FLAN TALTICAL OF% FATICNS USHG THE I
o COMMAND 24D CONTADL ART7A8 FRVIDE OPEHATIONAL Lo SUPFUAT
o MAKELIVER ARTT45 FRIVIOE OPERATIONAL Law SUFFTAT
v CONMAND 4815 CONTACE ART?as PIEROE QFALATIONAL Litw SUPPORT
0 MARELVER ARTIAS FRAIVIOE OPERLATIONAL LA SUFFURT
. o CONMMAND) £4D CONTRDL ARTTA5 FRAIVIOR OFFRATIONAL Litw SUFFTAT
If the IEM wizard does not have the o MARELNVER ART7AS PIREVIOE OPEAATIONAL Law SUPPDAT
A 0 COMMAND 4D CONTADL ARTIAS FRAUVIDE OPERATIONAL Liw SUFFEAT
task you want, AARMS gives you the v HAKELNER ARTAS PRIV OPRATIONAL LW SUPPEAT
o X e o COMMAND 2D CONTADL ART7A8 FRVIODE OPEHATIONAL Lo SUPFUAT
o MAKELIVER ART745 FRAIVIOE OPERATIONAL Law SUFFTAT
ability to build your own associations v CUMMAND A1 CONTAC, ARTAS PRIVOL OPLAATIONAL LA SUPPEAT
by using the Tools menu and selecting [[: %557  — I
the Message Data Tab to go to the T GO e PN TACT AL peeen o
o WARELVIR
Message Data Input tool. b coweno s oA, “
All AUTL and UJTL task |

with all IR’s in the
database.

Diagram B
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The Architecture Process and AARMS




Key Entities and their Relationships

Is associated with

s Associated with

Represents

May
Represent

Performs/
Is performed by

Maps To

OPERATIONAL VIEW

Implements/
Is implemented by

SYSTEMS VIEW Implements/
mplemented by
Implements!

[~ Is implemeneted by

Performs/

Is performed by

Transmits

Is
. Attached
To

Is Attached Contains

To

Enables

GMU: A.H Levis

Ch.3-5

AARMS Requirements Traceability from OA to SA

and tasks. OE’s in AARMS are stored in a standardized and managed look up table.

FE: Functional Element. An OE that has been assigned a functional echelon and a functional
Proponent (Formally known as the “candidate OPFAC”). FE'’s are nodes and use the assigned ROLE.

ONN: Operational Networked Node. The physical manifestation of the operational and functional
elements which includes the platform, c4 systems, and personnel. Systems and Networks are
applied to the ONN to support warfighter operational requirements. ONN’s may have systems
pre-assigned based on the OPFAC that “seeds” it's creation.

OPFAC: Operational Facility. The C4 subset of the ONN. OPFACs are used to manage C4
equipment requirements in the Repository. They can be re-used and applied to many
Architectures, TO&E’s, and TDA’s

OE: Operational Element. The OE represents the ROLE assigned to a node. OE'’s are associated with functions

The Functional Element (FE) with new iteration
Is inserted into the baseline @
T “A”

repository in a Notional status

OPFAC Repository
ARCH 0

Baseline

73

SA
pries oy
AB?‘IIOB

DM commander

START “B” -
/ FE -
OE /A B DM08

e : »
Proponent Code The Operational Node

Functional
Echelon Code

“The Role”

Iteration assigned to the FE
based on next available in the
baseline repository

The OPFAC seeds the creation

of the ONN and is referenced by

Architecture and TOE.

If the FE was seeded from an
OPFAC, the

will show up for use in the ONN

S Khis point.

1ZZ01ABDM 08

Arch. Iteration
Platform Code
System Code




Elements of Architecture Development -

Defining Functional, Organizational, Systems Architectures

— A Functional Architecture based on activities and
information flows

— Physical Architecture with System Nodes and Links
— An Organizational Model

MISSION

OPERATIONAL
CONCEPT

FUNCTIONAL
DECOMPOSITION

Y
/ PHYSICAL ORGANIZATION
FUNCTIONAL ARCHITECTURE MODEL
ARCHITECTURE

GMU: A.H Levis

Operational Architecture Development and Key Entities
' Paafudo-Physlcal Archltactufe
3 Fwith ~, |s{associated with
g i -. Operational
Information
E L Element

\ Functional Architecture

Operational
Concept

KEY
ENTITIES

GMU: A H Levis




Systems Architecture Development and

Key Entities

is Associated with Is associated with
""" ‘Operational
Information
Element
b
Performs!
I performed by
Maps To &ch'\}iiy Implementsf
! 1 Is implemented by
Operational
Concept
e sty IFUNCtional Architegture
Implamants
" Is implemeneted by
T o
Is
. Attached
To
Contalns
e st KEY
ENTITIES
Physical
Architecture S ch.3-5
GMU: A.H Levis

Process and Perspective -

.
DYNAMICS MODEL

OPERATIONAL NODES !
AND NEEDLINES i

¢ ORGANIZATION | /

MODEL
FUNCTIONAL
ECTURE

Operator’s
View

Operational

OPERATIONAL
CONCERT

Architect’s
View

GMU: A H Levis

[evE |
SV-§
4 1 © p—

NCTIONAL
ARCHITECTURE

SYSTEM NODES
AND LINKS AND COMM

\

TECHNICAL
ARCHITECT

DYNAMICS MODEL

E

Systems

System
Engineer’'s
View




Ability to chose from

$ existing Legacy IER(s)
OV-1
uTO
SV-1 |¢ ffffffffffffff > SV-2 /
/
T /
oV-4 B <ONN/OPE. A\k: NETVIZ draw, 7 Systems Function Description
0 “Nodes LA from data From the ORD
B i Tl *Systems i e 2
“FE " . -Links \ Y- Sat
+Nodes i S NI L —
= ~ - 1 A
] AARMS-AT [T70 o-o-oosooee- =1 |
Input Form Check N
OV2 «—» OVs (SA Frontend) > SV3 3 A
“FE
“Needline OV-6 »
+Tasks Systems B X
I Support to [EM =
*Nets e
“Bermuda Triangle” ’_,/’/ Systems
ov-3 | TIER7 g

“DIT(s)
:Igfs) . o 6 viaa
laracteristics tab on the input form.

Tasks/Functions

Standard Message
Data Tables

“Operationalizing the Architecture” Process

Architecture Development = Operationalizing the Architecture
 Architecture development is linked to the CBRS process
» Warfighters provide the operational concept
* Concepts are developed and refined through Operational
Views (OV)
— Enabled by mission, task, and purpose analysis
— Facilitates a common understanding of the concepts

* DTLOMS-PF enabling solutions are developed and refined
through Systems Views (SV)

“Operationalizing the Architecture” is about warfighter
requirements and enabling solutions




Warfighter

Requirement:
Core Critical
Roles/Competencies

Mission

_Pl Mission Analysis P---

“Unit of Employment Design§

e o o

Functions/Tasks

Echelon

Horizontal and Vertical Task
Analysis to determine “How to” accomplish mission.
Mission Threading

{

Purpose

Definition of Function or Task. The “why™

Mission, Task,
Purpose
Analysis (OA)

« Capture Warfighter C4ISR Requirement
+ Support CBRS
« Satisfy Architecture Directives

Operational
lements

“Allocation Process”|

S

Systems of
Systems
Architecture

Op Task
To Sys Function
Crosswalk

Determine the
intended use
of the
architecture

AR

Architecture Development Process

Determine
scope of
architecture

i i Use
Determine Determine . -
characteristics || views and Build the architecture
to b tured products requisite for intended
P EAPHEEN to be buit products purpose

I= DOD, AIMD, PROPONENTS, INDU__-»

DOD Framework version 1.0




Architecture Development Process (Phase I)

TRADOC AIMD Guidance for Architecture Development
A Phased Approach to the Framework Guidance
— 8

Detormine the

Use
ermis | Busame || architecture

requisite (| for intended

architecture || 18 be eaptured || Products pruducts i

Phase | Phase Il Phase lll

Refine

Conduct Domain Develop Operational Review, Refine ok dook
Operational /Develop "
Research . & Validate
Architecture Systems CG TRADOC
Architecture

Phase | — Concept Dev Phase Il - Production Phase Il - Approval

Architecture Development Process (Phase II)
Who:
Mission I
Decomp

+ UAMBL
» FCS LSI
OV-7, SV-1
ARCADM

* Proponents

Who:
« Materiel Developers

Conduct Domain Develop Operational/
Research Opeljatlonal Develop
Architecture Systems

Architecture

Phase | — Concept Dev Phase Il - Production YVIJ::MBL
Who: | === | =] * Proponents
* UAMBL * AIMD

Product Views are
graphical and textual
representations of the
architecture data that is
stored in detail in the
AARMS database

* Proponents

« AIMD I I
Who: OV-2/5/6 Sl_\(; /ég ?;’S 6
« UAMBL ' Ves

* Proponents Who: Analysis
« AIMD |_Fert




The Production Phase (Six Stage Process)

GMU: AT Levis e p—

Architecture Development Process (Phase 111) II

r . Who:
Analyses and H Mission Thread * AIMD Architects
Experimentation| Decomp + AIMD Analysis Branch

080 . Propo_nents
& * Materiel Developers Who:
Concepts

« TRADOC Staff « DCSDEV
ARSTAFF

Refine

FkHok

Conduct Domain OD::;?!gsal O/%exg& nal Review, Refine
Research per P & Validate CG TRADOC
Architecture Systems Approval
Architecture PP

Phase | — Concept Dev

Architecture
Ver 2.0 Views

QOV-2/5/6

AARMS — ARCADM

Graphic and text compliant database
depictions of the released to G-3/G-
architecture 6/PEO for development

of TOE and Ver 2.5 +
architecture
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Lesson #1
Architecture

Development Phase I
(Stage 0 Development)

Architecture Development PHASE |

Who:

» Warfighters

+ Combat Developers/
Battle Labs

*+ TRAC

+ TRADOC (Other)

Analyses and
Experimentation

Who:

0&0

A

Conduct Domain
Research

Analysis
Study
Plan

T r
& AV-1
Concepts

» ARSTAFF

Who:

« AIMD Architects

* Proponent Architects
* AIMD Analysis Branch

Who:
- AIMD




PHASE | “Conduct Domain Research” (STAGE 0)

Concepts/Rock Drills/ Operationalize
- ) 3 N SWG/0&0

The first step in any architecture effort involves the CONOPS the

collection of domain information (Stage 0). Several

types of source documents are gathered to form the .

purpose, behavioral and performance characteristics ** Architecture

of the architecture to be developed. Army/Joint Core “Mission, Task,

Competencies Purpose”
| (AV 1) Scope, Purpose, Viewpoint | _
Sources for these items may

| D1: Operational Concept Narrative | 1 1 include mission needs analyses,

and operational requirements
documents (ORDs) as well as
D3: Current DOD Organization List Warfighter interviews, Rock Dirills,
(TOE’s, URS) Scenarios ﬂ Initiatives CONOPS, etc. These documents

| D2: UITL/AUTL | Objectives

and elicitations are listed as
Purpose and Viewpoint, in the All
Views Overview and Summary
Information (AV-1) product and
Operational Concept Narrative.

| D4: Descriptions of Organizational Relationships |

| D5: Doctrine, Tactics & Opn’l Procedures |

Operational Concept
Initial 0&O

| D6: Description of Systems Functions |

| D7: Definition of States and Events (OPNET) | AV-1, AV-2

| D8: Description of System |

| D9: List of Operational Information Elements (Standardized in AARMS) | PHASE Il
| D10: Communication System Description | ArCh IteCture Product
| D11: System Performance Attributes | Des ign Production

| D12: Systems Migration Plan |

(Stage 1-5)

BUILD, MANAGE, MAINTAIN

Architecture Development PHASE |
Stage 0 Architect Tasks

TECHNICALE \ {J OPERATIONAL

SYSTEMS

* Log-In to AARMS (Chapter 1)
* Create/Edit an Architecture Project (Chapter 2)
* The Architecture Browser
* Create a new project
* Architecture Properties
* Assign permissions

* Reuse existing architecture data from other projects (Chapter 11)
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Lesson #2
Architecture
Development Phase 11
(The Six Stage Development Process)
Stage 1

Architecture Development Process (Phase II)

Who:
Mission * UAMBL
Decomp I *« FCS LSI

* Proponents

Who:
« Materiel Developers

OV-7, SV-1
ARCADM

Conduct Domain Develop Operational/
Research Operational Develop
Architecture Systems

Architecture

Who:

* UAMBL
+ UAMBL

ov1ra J ova Mt Proponents
SV-5 « AIMD
° ProPonentS Product Views are
« AIMD = o graphical and textual
Who: OV-2/5/6 Sl_\(; /é; 2’36
- UAMBL '

representations of the
M&S
* Proponents Who: A;alysrif
« AIMD epo

Phase | — Concept Dev Phase Il - Production
Who:

architecture data that is
stored in detail in the
AARMS database




Operational
Concept
(AV1 and D1)

Tnial
0&0

GMU: A.H Levis

STAGE 1

Operational
Concept
Graphic

with Textual

Operational
Concept
Graphic OV-1

Description

Modeling Prep
Files

PHASE I

Functional Decomposition
aka: Operationalizing

“Production” (STAGE 1)

Mission BFA/BOS [——— [ Low
Echelon
Example:

Mission: Conduct Tactical Offensive Maneuver to fight and win battles

BFA/BOS: Maneuver
Echelon: BN

Concept Graphic with basic
connectivity and high level
nodes

Basic Connectivity @




OV-1: Operational Concept Description

ral Support Aviation Battalion
)V-1 Operationa

AIR RECON SQDN
(ALOC)

DIV Sustainment
DMSB

Diagram Not to Scale

Battlespace is asymmetrical but
is generally 100 km X 100 km
(10,000 SQ KM)

Currently built in PowerPoint or other graphic
program and stored in AARMS as a document file.

BUILD, MANAGE, MAINTAIN

Architecture Development PHASE II
Stage 1 Architect Tasks

SYSTEMS

* Import/Store/View/Edit Files in AARMS (Chapter 3)
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Lesson #3
Architecture
Development Phase 11
(Stage 2 Development)

STAGE 2

UJTL/AUTL | Universal Create
DSpme qsei‘ Joint Task il I:!:l Functional
efined Tasks List F o i
(D2) kg/
elect
Tasks/ Conduct Task
Activities Analysis
Task
Operational Decomposition
Concept OE List

(AV1 and D1) \n
Organization /
List

(D3)

Inventory

Define
Functional
A Elements

Define
Operational
Elements

" Define
Operational
Nodes

. Command T
izatinal Determine
i "_’ o (e \\ i
lationshi
(D4) Relations| ‘p:/ (ovha-q]

Objective
0&0

GMU: A H Levis




STAGE 2

Functional Decomposition

Mission

(FM 1, FM 3)

aka: Operationalizing

BFA/BOS » FE

A

Echelon
FM 7-15 (AUTL) “How to” accomplish mission

l

Functions/Tasks

A

Purpose

Definition of Function or Task. The “why™

ov-4

Example:

Mission: Conduct Tactical Offensive Maneuver to fight and win battles @ @

BFA/BOS: Maneuver

Echelon: BN

OE: Commander FE: ASDM__

Function/Task: ART2.2 Conduct Tactical Maneuver Operational Node List

TRAINS

&

OV-4: Organizational Relationship Chart

alflx
Tie b Ve e
UNCLASSIFIED

AARMS-AT Graphic User Interface
used to define Operational
Elements and establish organizational
relationships




OV-2: Node Connectivity Description

Intra-nodal Cohneétivit)

“Internal Needlines”

e | AN )
Inter-nodal Connectivity . g
“External Needlines” - =} '
Detailed Connectivity, Located in the
OV2 and
OV3 modules
in AARMS
“Specific Needlines”
Three Levels of Detail -

BUILD, MANAGE, MAINTAIN

Architecture Development PHASE II
Stage 2 Architect Tasks

TECHNICA] Al OPERATIONAL

SYSTEMS

* Create Command Relationship Diagrams, OV4 (Chapter 4)
* Create Functional Elements (Chapter 5)

+ Edit Command Relationship Diagrams, OV4 (Chapter 6)

» Command Relationship Chart Re-use (Chapter 7)
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Lesson #4
Architecture
Development Phase 11
(Stage 3 Development)

STAGE 3a

From Stage 2

GMU: A H Levis




Attribute

N STAGE 3b

From Stage 2\

ORD’s

CDD’s

UFD’s
Etc.

Perform
Initial Performance
Analysis
(M&S)

Define System
Nodes
Build (ONN)

GMU: A.H Levis

STAGE 3

Functional Decomposition

aka: Operationalizing

Mission —— BFA/BOS FE

Initial System
(Estab Linke
stab. Link/Cop!

betw v

etween
FE and an OPFAC)

(FM 1,FM 3)
l A

Echelon Functions/Tasks

FM 7-15 (AUTL) “How to” accomplish mission

Process”

Purpose

Definition of Function or Task. The “why”

SYSTEMS/ASSETS

Example: AVAILABLE

Mission: Conduct Tactical Offensive Maneuver to fight and win battles
BFA/BOS: Maneuver

Echelon: BN OE: Commander FE: ASDM__  OPFAC: ASDM14

Function/Task: ART2.2 Conduct Tactical Maneuver VRC-92 Operational Node Connectivity
EPLRS
DAGR ART2.2
FBCB2 ART7.2

Needlines Defined
Links/NETS Defined




AARMS
Database

Standardized:

*Functions/Tasks
Inputs/Outputs (IR)
*Mechanisms (FE)

OV-5: Activity Model

AARMS
Database

*FE to Task to IR
association
*OV-3 IEM
*User Defined

Tasks

COTS Modeling Tool

The OV5 product is stored in it’s original file format in
the AARMS repository. Data is ported into and out of

the model from the AARMS database.

OV-6¢: Event/Trace Diagram (Mission Thread)

JTF Mission Thread #1 — Operational Net Assessment (ONA) (Draft)

a:a-

=T,

Currently built in PowerPoint or other graphic
program and stored in AARMS as a file. AARMS version
2.0 (JAN 03) is projected to have a mission thread module
as part of the tool set.




BUILD, MANAGE, MAINTAIN

Architecture Development PHASE Il
-M Stage 3 Architect Tasks

SYSTEMS

* Create Node to Node Connectivity Diagram, OV2 (Chapter 8)
* Conduct Activity Modeling using BPwin (AllFusion) and AARMS (Chapter 9)
* Develop the Information Exchange Matrix, OV3 (Chapter 10)
* Defining Operational Information Elements (Message Data Editor, Chapter 33)

* The Logical Data Model, OV7
« ERwin model based on the OV5

* Navigating the System Architecture Tool Set (Chapter 14, 15)
* Menus

* Viewing Architecture Data

* Build Operational Network Nodes (Chapter 16)
* Create Systems Architectures (Chapter 17)

BUILD, MANAGE, MAINTAIN

TECHNICAL Al OPERATIONAL

SYSTEMS

Lesson #5
Architecture
Development Phase 11
(Stage 4 Development)




From Stage 3

GMU: A.H Levis

STAGE 4

Operational
Activity to System
Function
Traceability Matrix

Physical

Systems
Functionality
Description

(sV-4)

STAGE 4

Functional Decomposition

aka: Operationalizing Information
Mission ———{ BFA/BOS FE Exchange
(FM 1,FM 3) y Matrix

l

Operational to

Functions/Tasks

FM 7-15 (AUTL) “How to” accomplish mission

Echelon

yS em R
“Allocation Process” Function Matrix

A,

y

Purpose

Definition of Function or Task. The “why”

Data Item Type

General grouping of IR’s logically by type and function

Example:

Mission: Conduct Tactical Offensive Maneuver to fight and win battles
BFA/BOS: Maneuver

Echelon: BN OE: Commander FE: ASDM__
Function/Task: ART2.2 Conduct Tactical Maneuver

OPFAC: A8DM14

DIT: Graphic Control Measures DIT: Geospatial Data
IR’s: Fire Support COORD Measures
EN Overlay
Obstacles Overlay

IR’s: Digital Terrain Products

—

IR List

Specific Information Requirements (messages)

Operational Node Connectivity
ART2.2
ART7.2

Needline




OV-3: Information Exchange Matrix

— anin

OV-3: Operational Information Exchange Matrix

e e e e P 1

AARMS-AT Graphic
User Interface used to
produce matrix

SV-4: Systems Functionality Description

System Functions: SBCT-4




SV-5: Op. Activity to System Function Matrix

-

_— g
o

......

§

BUILD, MANAGE, MAINTAIN

Architecture Development PHASE II
Stage 4 Architect Tasks

TECHNICA] \ OPERATIONAL

SYSTEMS

* Develop the Information Exchange Matrix, OV3 (Chapter 10)

* Produce the Operational Activity to System Function Traceability Matrix, SV5
* The Systems Functionality Description, SV4

* The Physical Data Model, SV11

® The physical schema base on the OV7, Logical Data Model




BUILD, MANAGE, MAINTAIN

TECHNICA] \ { OPERATIONAL

SYSTEMS

Lesson #6
Architecture
Development Phase 11
(Stage 5 Development)

/
(|STAGE 5

From Stage 3

From Stage 4

Systems
Technology
Forecast

(SV-9)

Systems

Functionality
Description
(SV-4)

System
Information
Exchange
Matrix
(SV-6)

Physical
Data
Model

GMU: A H Levis

Systems2
Matrix
(SV-3)

System

Description
(

Communications

System
Interface
Description
(SV-1)
System
Evolution
Description
(SV-8)

System
Performance
Parameter
Matrix

(SV-7)

GMU: A H Levis




STAGE 5

Functional Decomposition
aka: Operationalizing

BFA/BOS

Mission

A

(FM 1, FM 3)

l

Functions/Tasks

A

Information Initial
I N Physical
FE Exchange Architesture

. Matrix (OPFAC)

Echelon

FM 7-15 (AUTL) “How to” accomplish mission

Operational to
System
Function Matrix

“Allocation Process”

A

Systems
Exchange

v

Purpose

Definition of Function or Task. The “why™

Example:

Mission: Conduct Tactical Offensive Maneuver to fight and win battles
BFA/BOS: Maneuver

Echelon: BN OE: Commander ~ FE: ASDM__ OPFAC: A8DM14

Function/Task: ART2.2 Conduct Tactical Maneuver VRC-92
EPLRS

DIT: Graphic Control Measures DIT: Geospatial Data DAGR
FBCB2

IR’s: Fire Support COORD Measures IR’s: Digital Terrain Products
EN Overlay
Obstacles Overlay

Matrix

Data Item Type

General grouping of IR’s logically by
type and function

IR List

Specific Information Requirements
(messages)

System Info
lements

Systems Interface Description

@ LINK/NET @

SV-1/SV-2: System Interface & Comm Description

x
= L
-~ o ; - :':-
m =
=
-
e

Displayed in NETVIZ
using multiple levels
of detail directly from
data in AARMS

s ls @




SV-3: System2 Matrix

= i mby EERE

SR UAEE -5 A-.

TN L

ar

AFATDY AwaTHAT
T

AnuRC 5

ANTPO3 (8
ANTVCIE BT

Aol

R e B

SV-6: System Data Exchange Matrix

Fecemt
Sendi Sendingl e s | R Marrass]
svovwf orac]  Presusetive | e | 'opFac SenderTis oFrAe BisssivarTitle I Tye | Terminat [Tormina e Length
CETSFTCOIETRINTAE
5 wwe |wooateMcoeeT) A HHTs | MDoaTemoogecT) Haz0e | HHOCOGOR v SHD/OFS HFIFM SCRDD) o som0
HOC FUEL 3 WATER FLT HOG FUEL # WATERFLT CETEFTEOMETRITRF i
5 Wrzes |LDR(ECT) A MR LDR(ECT) HEZ0L | HHC COCDR [ SHDJQFS (UHFIFMSCRD)  FEO S0
HOGFUEL % WATER PLT HOGFUEL % WATERPLT BDESPTBH/SCON BHDATANET
5 ez |LoR(ECT) A Wrame LOR(ECT) HEZOL | HHCCOCDR o FECEZ FECER | (EPLRZ) EFLRS 10w
EDESFTEN/SO0H EHDATAHET
5 HH70L [HDCATPHOO(EST) A HHO6  HDGATPHCO(BOT) HAZ0G | HHOCOGOR: o FECB2  |FBCBR | (EPLRS) EPLRS e
HOC SUFFLYSYSTEME HOG SURFLYSTETENS EDESFTEN/SADH EHDATAET
5 wres TECH A HRsz TECH HAZOL | HHCCOCDR: o FECEX  FECED (EFLRZ) EFLRE 1000
BDESPTEH/SEON BHOATA NET
5 Hazoe |HHooOCDR A HAZOs |HHGCOEDDR a1 BsESesEn o FEGE2 |FEUSZ | (EPLAS) EPLRS 1eom
EDESFTENFSE0H EHDATANET
5 umew |wwooocoR 5 Ha0t  MMGCOEDR 2 | BSBSGLOFFIGER(BET) o FEOB2  |FBCBR | (EPLRS) EPLRS 1500
EDESFTEN/SOON ENDATANET
5 Haase |HcoocoR A HAZOL  HMGCOSDR Hitdd  ESECHAPLAIMUNT(ECT) D FEcEZ  FECED (EFLRZ) EFLRE 100
MOLAPLATOON CETSPTEN/SEON BATA
5 orzr |eaner A oFa  oMOLIPLATOONLEADER H&20¢  HHOCOCOR o Fecez |FECE2 (EPLRS) EPL 3600
ESE S2EFOFFICER EDESFTEN/SADN CHOMFS  WHFAFHSE
s wamo (g 4 Mt BSESHSIOFFICER(BCT) HAZ0L HHOGOGDR " {UHFIFH S0RD0) o 1200
ESE 52453 OFFICER EDE SFTEN/SODN ENDATANET
5w Een A M BSESHSIOFFICER(ECT) HAZ0L  HHESOCODR ] FECEX  FECED (EFLRZ) LR 100
EOESPTEN/SGONLOGAFS  WHFIFMSG
5 waon |esesesec a4 Huom esessstc Haz0e | HHOCOGOR " (¥HFIFMSCRDO; o 1600
HOC SFTOFSSEC EDESFTEM/SOONLOGHFE  WHFAFHISE
5 wessc |(eam) A HHSSC HDGSPTOPSSEC(NAM)  HAZOL HHESOCODR " {VHFIFHZCRE0) oo sz
CETSPTOO/ETRITAF PHEIFTSG
5 Waszz |sUPPLYSECTION A HA%2z | SUPFLYSECTION HEZOL | HHCCOCDR [ CHD/OFS (UHFIFMSCROD)  RD! 120m
CETSPTOO/BTRURE VHEIFHSE
5 umew |wwooocoR 5 Ha0t  MMGCOEDR Hezud | BSBODR(BCT) " SHDIOFS (UHFIFM SCRD0) o om0
EDE SFTENFSODN EHDATANET
5 Wacw |WHCoocOR A HAZOL |HMCCOEDR Hized | EZECOR(ECT) ] FECEX  FECED (EFLRZ) EFL 12000
EDESPTEHISEONGHOMOPS  WHFAFMST
5 wamr |psesestc A HHwT  BsESsSEC HEZ0E | HHOGOGDR L] (YHFFMSORDD) o szm
HAINTEAHCE 50 GOR MAINTEHANCE G0 60 EDESFTEN/S0DH EHDATARET
5 opawr |(mem) s oeer | (eOT) HAZ0G | HHOCOGOR: o FEOB2  |FBCBR | (EPLRS) EPLRS ann
ACUS-LAFKT
5 e |Esesasec A MGl ESESSEC HAZOL | HHCCOCDR o csses  FEce: £ S0
HOG SPTOPSSED ACUS-LAHPKT
5 assc |rear A HHSSC  HDGSPTOPSSE(YAM)  HAZ0®  HHOCOGOR o sses |reue2 su som

Directly traces to the OV-3 operational requirement
to provide the physical, or material, solution.




BUILD, MANAGE, MAINTAIN

: Architecture Development PHASE Il
-M Stage 5 Architect Tasks

SYSTEMS

* Building System Interface Descriptions, SV1, and Systems
Communications Descriptions, SV2 using AARMS data and NETVIZ

* Create/Use the System to System matrix, SV3
» The System Data Exchange Matrix, SV6

“‘Horse Blanket” Report

el 01207F000 s
s 4-2 RAS/S TRP (ASSLT)/HQ
e s e ’j.'; SSLT
o an w | e tam s gy
= N W S, Eg=dt - —JRkendi =Rk .

Paged

Non standard report used by many in the
architecture and force development community




Core Systems Quantity Report

All 5y Count with C: for SBCT-1

| COMMUNICATIONS CONTR OL SET (CCS): AN/TS0-182

Non standard report used by many in the
architecture and force development community
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Lesson #7
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(Architecture Management)




Architecture Development Process (Phase I1T)
r Who:
|

* AIMD Architects
* AIMD Analysis Branch
080
&
Concepts
Conduct Domain

* Proponents
Research

Mission Thread
Decomp

* Materiel Developers Who:
+ TRADOC Staff - DCSDEV
ARSTAFF

Refine
Operational
/Develop
Systems
Architecture

SokoRok

Develop
Operational
Architecture

Review, Refine
& Validate

CG TRADOC
Approval

Phase | — Concept Dev Phase Il - Production
J Architecture
Ver 2.0 Views
r: I (AV,0V,8V)
SV-1/2/3/6 AARMS — ARCADM
OV-2/5/6 HB, Rpts Graphic and text compliant database
depictions of the released to G-3/G-

architecture 6/PEO for development
of TOE and Ver 2.5 +
architecture

BUILD, MANAGE, MAINTAIN

Architecture Development PHASE Il
Architecture Management

SYSTEMS

* Locking an Architecture (Chapter 11)

» The Management Tool Set
* OPFAC manipulation (Chapters 23-28)
* Reports (Chapter 30)




